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Abstract

Menkar, a proof-assistant for multimodal dependent type theory
(MTT), got stuck among other things under the weight of boilerplate
code. Allais et al. [1] have developed a very effective generic pro-
gramming technique for dealing with boilerplate in second-order
multisorted algebraic theories (SOMATSs) - simple type systems
where contexts are lists of types — and Fiore and Szamozvancev [14]
provide a categorical/algebraic foundation for this technique. We
generalize SOMATs as far as our imagination and the techniques
used allow, and propose contextual multisorted algebraic theories
(CMATS) as a central concept in a generic programming technique
which aims to also support multimodal simple type theory (MSTT),
dual-context systems and systems with context exponentiation and
an amazing right adjoint.

1 Motivation
1.1 What makes a mature type system

If developers of type systems and functional programming
languages have any hopes for their languages to be adopted,
they will find themselves trying to check off as many of the
following properties and features as possible:

Admissibility of substitution Substitution of well-typed
terms should be definable as a metatheoretic operation.

Decidability of typing With the right amount of user-pro-
vided annotations, checking that a program is well-typed
should be automatizable.

Soundness The empty type should be uninhabited. This
proves the unprovability of contradictions in dependently
typed systems, but is also a basic sanity check for simple
type systems. Soundness can be proven with a model in
which the empty type is indeed empty.

Canonicity We can prove similar sanity properties for other
types than the empty one, e.g. that every closed boolean
is equal to either true or false. Canonicity is often proved
using a gluing argument [13, 21, 24].

Decidability of equality The conversion rule of type the-
ory, which allows us to cast a : A to a : B without
further ado if A = B, implies that we cannot have a type-
checking algorithm without an algorithm for checking
type equality. In dependent type-systems, checking the
type equality P(t;) < P(t,) relies in turn on an algorithm
for checking equality of (open) terms t; = t,.

Normalization One way of deciding equality is by compar-
ing both hands’ normal forms for syntactic equality (or

a-equivalence). In the case of purely functional programs,
normalization is also what computes the program’s re-
sult. An a priori unsafe normalization algorithm can be
implemented straightforwardly by evaluating in a value
model [1, §7.7]; termination can be proven again using a
gluing argument [3, 13, 20, 24].
Interpretation If a language has side-effects, then we do
not only want to normalize but also run the program.
Compilation Instead of directly running a program, we
can instead compile it to an existing language.
Desugaring This approach is especially appealing if the
existing language is a subset of the current one.
Pretty-printing For human-readable error messages.

Some of the listed items, such as soundness, are entirely in
the domain of metatheory and are often carried out solely
on paper. Others, such as substitution or a type-checker, are
essential parts of an implementation. Normalization, which
may be proven by gluing a presheaf model over renamings
[3, 13, 20, 24], is heavy on the theoretical side but can also
play an essential role in the code base of an implementation
[12, 23]. What all items have in common is that they can
be formalized using a dependently typed proof assistant as
a metatheory, and that doing so involves great amounts of
tedious boilerplate.

1.2 Weeding boilerplate

During the implementation of Menkar [33, 35], a presently
incomplete proof-assistant for multimodal dependent type
theory (MTT [22]),  have become keenly aware of the boiler-
plate issue. Menkar contains a scope-checker, a type-checker,
an equality-checker, a metavariable solver and a weak-head-
normalizer, which all manually traverse all possible syntax
constructors, leading to a matrix of tedious code indexed by
a program component and a syntax constructor,! and small
changes often affect an entire row or column of this matrix.

Allais et al. [1] greatly alleviate this issue for a class of non-
modal simply-typed languages by using generic program-
ming. They define a universe in which these languages can
be encoded and, by induction on that universe, implement
in a very economical way: a renaming and a substitution
operation, raw syntax and a scope-checker, a bidirectional
type-checker/inferencer with elaboration for the STLC, an

1Renaming and substitution were implemented using generics [31].
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unsafe normalization algorithm, a desugaring operation for
let-expressions and a pretty-printer. Where possible, these
components are almost always implemented generically.

Fiore and Szamozvancev [14] clarify the categorical foun-
dations of this approach. First of all, they identify the lan-
guages encoded in Allais et al.’s inductive universe as a class
of algebraic theories which they leave unnamed but which
could be rightfully called free second-order multisorted al-
gebraic theories (free SOMATSs) [16][see also 4, 15-19]; free
in the sense that they lack an equational theory. Knowing
what the languages are, makes it easier to understand what
are their models. Here, we emphasize that a model in the
most general meaning of the word is just an algebra whose
structure gives meaning to all syntax constructors of the
language, giving rise by recursion to a unique structure-
preserving interpretation map from the syntax. In fact, Fiore
and Szamozvancev associate two categories of models to a
single free SOMAT. One flavour of models, which we shall
call cold models,? views substitution as a metatheoretic op-
eration — i.e. not part of the language — that needs not be
modelled. Hot models® on the contrary do require a seman-
tics for substitution and provide the substitution lemma for
free. Both categories have the same initial object (the same
syntax), which is one way to state formally that substitution
is admissible.

Allais et al.’s generic notion of semantics only covers
cold models and in fact only very special ones involving
a presheaf over renamings # of what they call ‘values’ and
a non-presheaf A of ‘computations’ [14, lemma 3.2]. Terms
are then modelled as functions sending value environments
to computations. It is quite neat that Fiore and Szamozvancev
fit Allais et al.’s work in a mathematically elegant framework
whose hot models should also encompass state-of-the-art
soundness and parametric models as well as glued models
for canonicity and normalization.

1.3 Taking it beyond abstraction

The free SOMAT framework described above is not directly
usable as a foundation for the metatheory and implementa-
tion of MTT [22] for two reasons: (1) it is simply typed and
(2) it assumes that contexts (substitutions) are lists of types
(tuples of terms), so that the only context extension they can
deal with is the addition of non-modal typed variables as
induced by A-abstraction. With the current work, we seek to
address (2), so that we can deal with the modal introduction
rule of multimodal simple type theory (MSTT [10]):

rart:T@p p:ip—q
Frmod,t:{(u|T)@q

’They call these meta-algebras, after the possibility to also deal with
metavariables, which is completely irrelevant in the current discussion.
3They call these X-monoids, where the functor ¥ specifies the SOMAT and
being a monoid means modelling substitution.
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This rule creates for any modality ; from mode p to mode g
a term of modal type (y | T) at mode g from a term of type
T at mode p, where the left adjoint ﬂﬂ of the modality has
been applied to the context; the rule is typically modelled as
the transposition operation of the dependent right adjoint
(DRA) [6] that models p. Another application of interest is a
direct typing rule for the ‘amazing’ right adjoint +/ [28] to
exponentiation over a shape type (such as the path interval
I) which has applications in homotopy type theory (HoTT
[39]), and ultimately its dependent generalization given by
the transpension type {) [36] which is also relevant to internal
parametricity [5, 9] and nominal type theory [38]:

I->T+rt:T LLY(i:DArt:T
TrHif:IyT L,i:LAFmeridit: (iT

Whereas the lock operation from MSTT was still a mere
context constructor, the introduction rule of +/ really applies
a functorial operation to the context and in the dependent
case we even get a functorial operation that (just like con-
text extension with a dependent type) is not defined on all
contexts but is defined on slices [32] over the current one.

2 Contextual Algebraic Theories

In order to encompass also modal languages such as MSTT
and the amazing right adjoint, we will widen the collection of
supported languages from second-order to contextual multi-
sorted algebraic theories (CMATSs). In this section, we discuss
plain MATs, SOMATs and CMATs. We let XMAT’ range over
these three options, which have much in common.
Similar to how we fix a field before speaking about vector
spaces, we will fix a set Sort of sorts before speaking about
XMATs. Sorts take the role of types for SOMATSs and more
generally of right-hand-sides (of a judgement) for CMATs. A
free XMAT is given by:
e For each sort o, a set of operations Op(c). Here, o stands
for the operation’s output sort.
e For each operation o € Op(0o), an arity ar(o), which is
a list. The length of the list is the number of arguments
the operator will take. Each element of the list is:
(MAT) a sort, namely the sort of the argument taken,
(SOMAT) a pair (p, 7), where 7 € Sort is the sort of the
argument and p € List Sort is the list of sorts of all
variables bound in the argument,

(CMAT) a pair (d, 7), where 7 € Sort is the sort of the
argument and  is a junctor (see below).

2.1 Plain MATs

So a free MAT is really just a Sort-indexed container [2],
giving rise to a syntax functor F : Set>°" — Set>°"* on sort-
indexed sets:

(FX)(0) =X(0 € Op(0)).ITi.X(ar(0);)
The free monad F* over this functor, which satisfies (F*X) (o)
= X (o) W (FF*X)(0), sends an indexed set X to the indexed
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set F*X of terms of the language with metavariables taken
from X. Indeed, the above fixpoint equation can be read as ‘a
term of sort o is either a metavariable, or an operator applied
to a tuple of appropriately sorted terms’. In particular, F*@
is the syntax without metavariables.

The category of models M of the language is the cate-
gory of algebras of the functor F, which are indexed sets A
equipped with indexed functions FA = A assigning mean-
ing to each of the operations; or (isomorphically) the category
of monad-algebras of the monad F*, which are algebras of
F* respecting monadic unit and multiplication.

We can extend a free MAT with equality axioms, expressed
as pairs of terms with metavariables ¢, € (F*X) (o). Quo-
tienting out the equational theory thus generated, yields a
monad M such that MX is the indexed set of terms with
metavariables from X, up to the equational theory. The mod-
els of this non-free MAT are the monad-algebras of M.

2.2 Second-order MATs (SOMATs)

To a free SOMAT we associate a cold and a hot syntax
functor? on sets indexed not by sorts but by judgements
(7 + o) € Jud consisting of a context y (list of sorts) and a
sort 0. The cold syntax functor F, : Set/"d — Set/'d is:

(FX)(y F 0) = %(0 € Op(0)).ITi.X(y ++ pi F ),

where ar(0); = (i, 7;). The algebras of this functor are the
cold models from section 1.2.

The hot syntax functor Fy, on Set’"® is similar but adds a
substitution operation. Even though the SOMAT is free, we
can generically impose an equational theory on F;' by ask-
ing that substitution respects identity and composition and
commutes with all operations, yielding a monad F; whose
monad-algebras are the hot models.

A free SOMAT can be extended with equality axioms,
expressed as pairs of terms t;, € (F;X)([] + o). These are
expressed in the hot syntax so they can refer to substitution
(like the f-rule for functions in the STLC) and in the empty
context so that they are meaningful in all contexts.

Jud

2.3 Contextual MATs (CMATs)

We now drop the assumption that contexts and context exten-
sions are necessarily lists of sorts. Instead, we will not only
fix a set of sorts, but also a set Ctx of contexts and a set Jun of
junctors. These junctors® take the role of context extensions
but can in fact be any functors on the category of contexts
and substitutions. They need not even be endo: we will fix
a set Mode of modes, have sets Ctx,, and Sort,, at every
mode m and a set Jun(m, n) for any domain and codomain
modes m and n. CMATs will have dedicated sorts Sub(T') for
substitutions and JHom(®, ¥) for junctor morphisms, and a
2-dimensional composition structure. Judgements now take

“In fact, these can be obtained by first translating the SOMAT to a MAT.
>Junctor’ is Latin for ‘binder’ and sounds a lot like ‘functor’.

the form (I + ¢ @ m). The cold syntax functor remains
quite similar:

(FX)(T+o@m)=3%(o € Op(0))I1i.X(T.9; + 1; @ n;),

where ar(0); = (®;, 7;) and ®; € Jun(m, n;). The hot syntax
functor is similar but again adds a substitution operation,
and there are now clearly a number of laws that we want
to impose generically. Commutation of substitution with
the CMAT operations can be stated generically thanks to
the functoriality of junctors. Again, a specific CMAT can be
further extended with equality axioms.

3 Current Status and Work Plan

Current status. Currently, we have formalized free MATs,
non-free MATs and their categories of models in cubical
Agda [40], as well as a first version of free CMATs with cold
and hot translations to free MATs and to MATs with generic
equational theories concerning substitution laws [34].

Work plan. The plan is to proceed by formalizing non-
free CMATs and achieving a number of the following results:

e Formalize SOMATs and a translation to CMATSs,

e Show that we can subsume and generalize Allais et al.’s
work [1], including its applications,

e Define MSTT [10] as a CMAT and prove normalization
as a hot model; combined with Allais et al.’s results,
this effectively amounts to implementing MSTT as a
programming language,

e Define a dual-context modal calculus [26, 37] as a CMAT
and obtain similar results,

o Define a simple type system with amazing right adjoint
4/ [28] as a CMAT and obtain similar results.

Further ahead. The motivating use cases were multi-
modal dependent type theory (MTT [22]) and the transpen-
sion type [36]. A dependent version of the current work
would be a theory of contextual generalized [7, 8] algebraic
theories (CGATs). The framework for defining and reasoning
about quotient-inductive-inductive-types (QIITs, essentially
the same as GATs) using type-theoretic signatures [25, 27]
seems a good starting point.

With dependent types, I believe that it may also be possible
to support linear and other substructural type systems. In
CMATs, junctors have to act on all contexts. Hence, it is
not possible to remove certain resources from the context as
we have no way to know that they will be there. In CGATs,
junctors would have to act only on slices over the current
context, where we do know that they provide these resources.

Non-instances. Type systems such as adjoint logic [29]
and LSR substructural type theory [30] are not ready to be
defined as either CMATs or CGATs precisely because they
do not work with ‘left adjoint’ operations in the way MTT
does: there is no most general context, functorially obtained,
in which we can type-check a subterm.
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